Hierarchical modeling gave plausible estimates of associations between metabolic syndrome and components of antiretroviral therapy
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Abstract

Objective: Hierarchical modeling has been proposed as a solution to the multiple exposure problem. We estimate associations between metabolic syndrome and different components of antiretroviral therapy using both conventional and hierarchical models.

Study Design and Setting: We use discrete time survival analysis to estimate the association between metabolic syndrome and cumulative exposure to 16 antiretrovirals from four drug classes. We fit a hierarchical model where the drug class provides a prior model of the association between metabolic syndrome and exposure to each antiretroviral.

Results: One thousand two hundred and eighteen patients were followed for a median of 27 months, with 242 cases of metabolic syndrome (20%) at a rate of 7.5 cases per 100 patient years. Metabolic syndrome was more likely to develop in patients exposed to stavudine, but was less likely to develop in those exposed to atazanavir. The estimate for exposure to atazanavir increased from hazard ratio of 0.06 per 6 months’ use in the conventional model to 0.37 in the hierarchical model (or from 0.57 to 0.81 when using spline-based covariate adjustment).

Conclusion: These results are consistent with trials that show the disadvantage of stavudine and advantage of atazanavir relative to other drugs in their respective classes. The hierarchical model gave more plausible results than the equivalent conventional model. © 2008 Elsevier Inc. All rights reserved.
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1. Introduction

The multiple exposure problem complicates many epidemiologic studies. The problem arises when there are few events available for an analysis relative to the number of possible causes (or “exposures”). Conventional modeling typically leads to biased estimates when there are fewer than 10 to 15 events per model parameter [1,2]. In this situation, hierarchical modeling offers advantages and is likely to give more plausible estimates of associations between the event and each exposure [3]. In classical epidemiology, hierarchical models have been used to estimate associations between breast cancer and nutrition [4]; in genetic epidemiology, these models have been used to estimate associations between diabetes and candidate genes [5].

The problem also arises in clinical epidemiology. We illustrate with an example where efforts to select suitable antiretroviral drugs are complicated owing to the few adverse events available for an analysis relative to the number of different antiretroviral drugs in use. Antiretroviral therapy and its metabolic abnormalities are associated with an increased incidence of myocardial infarction [6,7].
Hence, there is a need to select drugs that are both effective and have a low risk of metabolic abnormalities [8].

Here we consider the rate at which antiretroviral-naive patients in the Swiss HIV Cohort Study (SHCS) develop metabolic syndrome when treated, and whether this rate is associated with different components of antiretroviral therapy. We estimate associations using both conventional and hierarchical models. Metabolic syndrome is a constellation of abnormalities associated with an increased risk of both cardiovascular disease and type 2 diabetes, and is, therefore, useful as a surrogate endpoint for these diseases [9–11]. In the SHCS, the prevalence of metabolic syndrome is estimated to be around 15% [12], and is relatively stable over time (Fig. 1).

2. Methods

2.1. Patients

The SHCS is a prospective cohort with continuing enrollment of HIV-infected adults (www.shcs.ch). Since April 1, 2000, a cardiovascular risk assessment has been a part of the follow-up visits scheduled every 6 months. Blood is analyzed for cholesterol, triglyceride, and glucose concentrations; weight, waist circumference, and blood pressure are also measured.

Our population of interest consists of all antiretroviral-naive patients in the SHCS, starting highly active antiretroviral therapy (HAART) after April 1, 2000 with at least one subsequent cardiovascular risk assessment. Our sample from this population is those patients with weight, CD4 cell count, and plasma HIV RNA (viral load) measured within 6 months before to 3 months after starting HAART. We define HAART as the combination of at least three antiretrovirals, including at least one protease inhibitor (PI) or non-nucleoside reverse transcriptase inhibitor (NNRTI).

2.2. Metabolic syndrome

At each cardiovascular risk assessment, we consider whether a patient has metabolic syndrome under the new International Diabetes Federation (IDF) definition [13]. Essential components in any definition of metabolic syndrome are thought to be central obesity, given that this is a risk factor for cardiovascular disease [9], and impaired fasting glucose, as a precursor to diabetes [10]. This new definition has ethnic-specific cutoffs for central obesity, where the central obesity is measured by waist circumference, so as to improve on earlier definitions. The definition also includes cutoffs (alternatively receiving treatment) for raised fasting glucose, raised triglycerides, raised systolic or diastolic blood pressure, and lowered high-density lipoprotein (HDL) cholesterol. Under this definition, patients with metabolic syndrome must have central obesity plus any two of the other four risk factors.

We are not able to use this definition exactly because of the way information is collected in the SHCS. First, only 20% of cardiovascular risk assessments are made in the fasting state [12]; hence, we assume a raised fasting glucose if casual glucose exceeds 11.1 mmol/L [10]. Second, different Asian ethnicities are not recorded; hence, for all Asian ethnicities, we use the waist circumference cutoff appropriate for Chinese or South Asians (rather than the cutoff appropriate for Japanese).

2.3. Survival analyses

A discrete time survival analysis is appropriate for these data, because we can only evaluate metabolic syndrome at each cardiovascular risk assessment. We model the probability \( p_{ij} \) of metabolic syndrome for the \( i \)th patient at the \( j \)th assessment, given that the syndrome was not seen at a previous assessment. The discrete version of the proportional hazards regression model (equation [1]) is similar to a conditional logistic regression model, except that it uses a complementary log-log link function instead of the usual logit link function [14–16]:

\[
\log\left(-\log(p_{ij})\right) = \alpha_j + X_{ij}^T \beta + W_{ij}^T \theta + \log(D_{ij}).
\]  

(1)

The \( \alpha_j \) parameters allow for possible variation in the baseline hazard between assessments. Because assessments are not always exactly 6-month apart, the model allows for variation in the time between assessments by adding the log difference in time between assessments \( \log(D_{ij}) \) as an offset in the model [14].

We estimate associations (\( \beta \)) between the rate at which patients develop metabolic syndrome and cumulative exposure to different antiretrovirals, where cumulative exposure is calculated at each assessment in units of 6 months. Here,
\( \beta \) is a set of 16 parameters estimating the effect of cumulative exposure to antiretrovirals from four classes: seven nucleoside or nucleotide reverse transcriptase inhibitors (NRTIs), two NNRTIs, two single PIs, and five PIs boosted with ritonavir. We adjust for other variables that might influence the rate at which patients develop metabolic syndrome. As covariates (\( \theta \)), we include CD4 cell count, viral load, and body mass index (BMI) at baseline; age, gender, and intravenous (IV) drug use as the likely mode of transmission; and smoking status at each cardiovascular risk assessment.

This model can be fit using conventional software, with model parameters estimated by maximum likelihood. However, this often leads to “illusory significant results” [3]. The estimates of interest (\( \beta \)) are often biased, because there are too few cases with which to estimate the large number of parameters in the model [1,2,17,18]. Fitting a reduced model, perhaps using data-driven variable selection methods, such as univariate preliminary testing or stepwise selection, only creates other problems. Exposures are likely to be highly correlated, and excluding some may affect the estimate of others even if the excluded exposures are not significant; unimportant exposures may be selected if the selection process involves multiple testing; and standard errors from the final model will be too narrow, because uncertainty about the final model is ignored [3,17]. Because of these problems, observational studies with small sample sizes are unreliable and often fail to replicate [19].

A better alternative is to fit a hierarchical (multilevel) model, with equation (1) as a first level and a model for the 16 parameters in \( \beta \) as a second level [3]:

\[
\beta_k = Z_k^T \pi + \delta_k, \quad k = 1, \ldots, 16,
\]

where \( Z_k \) is a 4 by 1 vector of drug class indicators, and \( \delta_k \) is distributed normal with mean zero and variance \( \sigma^2 \). This model implies that exposures are correlated when antiretrovirals belong to the same drug class; we assume antiretrovirals from the same class act in a similar fashion. The model also has a random component \( \delta_k \); this allows each antiretroviral to have a residual effect beyond the effect of its drug class, and we assume independent residual effects that are normally distributed with variance \( \sigma^2 \).

In the hierarchical model, unreliable estimates of an exposure parameter “shrink” toward its class mean (contained in parameter vector \( \pi \)). The degree of “shrinkage” depends on the amount of information in the data and on the value of \( \sigma^2 \) [20]. As the value of \( \sigma^2 \) increases, there is less “shrinkage,” and \( \beta \) parameter estimates approach those of the conventional model. Simulation shows that hierarchical model estimates of \( \beta \) parameters are more accurate—with lower mean squared error—than estimates from the equivalent conventional model [21,22].

We take a “semi-Bayes” approach for fitting this hierarchical model [3]. That is, we assign a plausible value for the residual variance \( \sigma^2 \) rather than attempt to estimate it from the data. Methods for estimating \( \sigma^2 \) do not necessarily have good small sample properties [23]. Simulation shows that the “semi-Bayes” approach has good properties, but it is better to overestimate rather than underestimate when assigning a value for \( \sigma^2 \) [20].

Hierarchical modeling is not often used in epidemiology but offers considerable advantages over conventional modeling for analyses where multiple exposures are of interest. In the Appendix, we describe how to fit our model in SAS (SAS Institute Inc, Cary, NC, USA). Assigning a plausible value for \( \sigma^2 \) might be seen as subjective, but subjectivity is inherent in multivariate modeling. The decision to omit an exposure, for example, is equivalent to assigning it a hazard ratio of exactly 1, a far stronger assumption. Hierarchical modeling allows the analyst to consider a far richer set of models than conventional modeling, and uncertainty about \( \sigma^2 \) is best addressed through sensitivity analyses [3].

### 2.4. Sensitivity analyses

We carry out three different sensitivity analyses. First, we consider the residual effect of each drug beyond its class mean and report results for three values of \( \sigma^2 \): \( \infty \), 1/8 and 1/24. The first value corresponds to the conventional model; the second reflects a 95% prior probability that hazard ratios for residual effects (\( \delta \)) will lie within the range 0.50 to 2.0 (i.e. \( [\ln(2)/1.96]^2 = 1/8 \)); the third reflects a 95% prior probability that hazard ratios for residual effects will lie within the narrower range of 0.67 to 1.5 (i.e. \( [\ln(1.5)/1.96]^2 = 1/24 \)).

Second, we alter the composition of our set of covariates (\( \theta \)). First, we drop viral load as a covariate, because in some patients, this was measured after starting antiretroviral therapy, and therapy should cause viral load to drop rapidly. Second, for both age and BMI in turn, we replace a continuous variable with a quadratic spline with one knot at the median [24]. Other studies have shown that both covariates are strongly associated with the prevalence of metabolic syndrome [25,26]; using a quadratic spline may provide better covariate adjustment for these important covariates.

Third, we experiment with different ways of applying the IDF definition of metabolic syndrome to our data. Detecting raised triglycerides presents the major difficulty: in general, we use the recommended cutoff irrespective of fasting state, and we lack specific treatment information for this abnormality. As a sensitivity analysis, first, we apply the fasting triglyceride cutoff only if a patient is either known to be in the fasting state or has a casual glucose of less than 5.6 mmol/L; and second, in addition, we take any use of a lipid-lowering drug as evidence of high triglycerides.

### 3. Results

#### 3.1. Patient characteristics

As of December 31, 2006, 2,347 antiretroviral-naïve patients in the SHCS started HAART after April 2000. Of
these, 1,644 (70%) had at least one cardiovascular risk assessment after starting HAART, and had weight, CD4 cell count, and viral load measured within 6 months before to 3 months after starting HAART. At their first assessment, 245 (15%) of these 1,644 patients had metabolic syndrome. A further 181 patients have had just one assessment to date.

Among the remaining 1,218 patients, metabolic syndrome was later seen in 242 patients (20%). From their first assessment until metabolic syndrome was first seen or their most recent assessment, these 1,218 patients were followed for a median of 27 months, and in total, 3,246 patient years, giving an incidence rate of 7.5 cases per 100 patient years. Patients who develop metabolic syndrome were more likely to be female, older, and starting HAART with a higher BMI, lower CD4 cell count, and an infection of shorter duration (Table 1). At a first cardiovascular risk assessment, patients who develop metabolic syndrome were more likely to have a greater waist circumference and were less likely to smoke (Table 2).

### 3.2. Antiretroviral therapy

Of the 1,218 patients, 521 (43%) used only PI-based therapy at all times, 465 (38%) used only NNRTI-based therapy at all times, and 232 (19%) used both. Common PIs were lopinavir boosted with ritonavir and nelfinavir (Fig. 2), used by 424 (56%) and 244 (32%) patients, respectively, of the 753 using any sort of PI. Most NNRTI use was of efavirenz—this was used by 622 (89%) of the 697 patients using either of the two NNRTIs. Common NRTIs were lamivudine and zidovudine, used by 1,117 (92%) and 935 (77%) patients, respectively.

### 3.3. Survival analyses

We report the results for three values of the residual variance, but consider $\sigma^2 = 1/8$ the most plausible value. We wish to shrink unreliable estimates of exposure parameters toward a sensible prior (the class mean). We view hazard ratios for exposure parameters below 0.50 or above 2.0 as unlikely; therefore, residual effects beyond the class mean should also lie well within this range. However, we consider this grouping of antiretrovirals into classes rather a rudimentary model for the differences between antiretrovirals. Therefore, we anticipate considerable variation in the effects of individual antiretrovirals about a class mean, and we are mindful of evidence that it is better to overestimate rather than underestimate when assigning a value for $\sigma^2$ [20].

With $\sigma^2 = 1/8$, metabolic syndrome is more likely to develop in older patients and in those who start antiretroviral therapy with lower CD4 cell counts or higher BMI (with hazard ratios and 95% confidence intervals [CI] 1.30 and 1.14—1.49 per 10 years, respectively; 0.93 and 0.85—1.01 per 100 cells, respectively; and 1.23 and 1.18—1.28 per kg/m², respectively). There are no obvious differences between class means (Table 3). This is because each class contains at least one relatively benign antiretroviral. Among NRTIs, metabolic syndrome appears relatively unlikely to develop with the use of didanosine (hazard ratio for $\sigma^2 = 1/8$: 0.82; 95% CI: 0.64—1.05 [per

### Table 1

Patient characteristics when starting antiretroviral therapy for those who develop metabolic syndrome compared with those who do not ($n = 1,644$)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>One assessment only ($n = 426$)</th>
<th>Two or more assessments ($n = 1,218$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No change ($n = 181$)</td>
<td>Metabolic syndrome ($n = 245$)</td>
</tr>
<tr>
<td>Gender (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>26</td>
<td>33</td>
</tr>
<tr>
<td>Transmission (%)^a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV drug</td>
<td>20</td>
<td>12</td>
</tr>
<tr>
<td>Clinical stage (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDC group C</td>
<td>15</td>
<td>21</td>
</tr>
<tr>
<td>Ethnicity (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>76</td>
<td>84</td>
</tr>
<tr>
<td>Age—median (years)</td>
<td>37</td>
<td>41</td>
</tr>
<tr>
<td>BMI—median</td>
<td>22</td>
<td>27</td>
</tr>
<tr>
<td>CD4 count—median (cells/μL)</td>
<td>220</td>
<td>200</td>
</tr>
<tr>
<td>Log viral load^b—median</td>
<td>4.8 (14)</td>
<td>4.9 (29)</td>
</tr>
<tr>
<td>Duration of infection^c—median (months)</td>
<td>24 (22)</td>
<td>9.9 (44)</td>
</tr>
<tr>
<td>Follow-up^d—median (months)</td>
<td>3.0</td>
<td>3.7</td>
</tr>
</tbody>
</table>

**Abbreviations:** IV, intravenous; BMI, body mass index; CDC, Centers for Disease Control and Prevention (www.cdc.gov).

^a Transmission most probably through IV drug use or sexual contact but not clear which one.

^b Viral load sometimes measured up to 3 months after starting highly active antiretroviral therapy (HAART) (number of patients in parentheses).

^c From first positive test for HIV until starting HAART—the first positive-test date is usually recorded retrospectively; it is, therefore, of a lesser reliability and is not known for some patients (number of patients in parentheses).

^d From starting HAART until metabolic syndrome assessed or last assessment to date.
6 months use] and relatively likely with the use of stavudine (hazard ratio: 1.07; 95% CI: 0.88–1.31). Among PIs, metabolic syndrome appears relatively unlikely with the use of atazanavir, either as a single PI (hazard ratio: 0.37; 95% CI: 0.18–0.78) or when boosted with ritonavir (hazard ratio: 0.76; 95% CI: 0.48–1.21), and relatively likely with the use of boosted indinavir (hazard ratio: 1.17; 95% CI: 0.83–1.65). Metabolic syndrome appears relatively unlikely with either NNRTI (efavirenz—hazard ratio: 0.90; 95% CI: 0.74–1.10; nevirapine—hazard ratio: 0.82; 95% CI: 0.62–1.10).

For some exposures, parameter estimates are stable across all three values of residual variance $\sigma^2$ (Table 3). For others, such as emtricitabine, atazanavir, and amprenavir, estimates from the conventional model are almost certainly biased, and estimates from a hierarchical model are more plausible. Removing exposures that are not significant from the conventional model only adds to the illusion of significance. For example, stepwise backward deletion keeping only those exposures with a significance of 0.10 or less leads to four “significant” exposures: didanosine (hazard ratio: 0.77; 95% CI: 0.61–0.97), nelfinavir (hazard

Table 2
First cardiovascular risk assessment for patients who develop metabolic syndrome compared with those who do not ($n = 1,644$).

<table>
<thead>
<tr>
<th>Cardiovascular Risk Factor</th>
<th>One assessment only ($n = 426$)</th>
<th>Two or more assessments ($n = 1,218$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No change ($n = 181$)</td>
<td>Metabolic syndrome ($n = 245$)</td>
</tr>
<tr>
<td>Waist circumference—median (cm)</td>
<td>80</td>
<td>98</td>
</tr>
<tr>
<td>Smoking (%)</td>
<td>55</td>
<td>37</td>
</tr>
<tr>
<td>Fasting state (%)</td>
<td>14</td>
<td>21</td>
</tr>
<tr>
<td>Glucose—median (mmol/L)</td>
<td>5.0</td>
<td>5.3</td>
</tr>
<tr>
<td>Blood lipids—median (mmol/L)</td>
<td>Triglycerides</td>
<td>1.5</td>
</tr>
<tr>
<td>HDL cholesterol</td>
<td>1.2</td>
<td>1.0</td>
</tr>
<tr>
<td>Blood pressure—median (mm Hg)</td>
<td>Systolic</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>Diastolic</td>
<td>77</td>
</tr>
<tr>
<td>Treatment (%)</td>
<td>High blood pressure</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Diabetes mellitus</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>High blood lipids</td>
<td>2</td>
</tr>
</tbody>
</table>

*Abbreviation: HDL, high-density lipoprotein.*

For some exposures, parameter estimates are stable across all three values of residual variance $\sigma^2$ (Table 3). For others, such as emtricitabine, atazanavir, and amprenavir, estimates from the conventional model are almost certainly biased, and estimates from a hierarchical model are more plausible. Removing exposures that are not significant from the conventional model only adds to the illusion of significance. For example, stepwise backward deletion keeping only those exposures with a significance of 0.10 or less leads to four “significant” exposures: didanosine (hazard ratio: 0.77; 95% CI: 0.61–0.97), nelfinavir (hazard

Fig. 2. Exposure (interquartile range and median) to different drugs for 1,218 patients from the Swiss HIV Cohort Study. 1Class: NRTI, nucleoside or nucleotide reverse transcriptase inhibitor; NNRTI, non-nucleoside reverse transcriptase inhibitor; PI, protease inhibitor; Other: randomized treatment with either a chemokine receptor or efavirenz ($n = 8$), randomized treatment with either a chemokine receptor or placebo ($n = 2$), mycophenolate mofetil ($n = 3$), or tipranavir ($n = 1$).
The association between the rate at which patients develop metabolic syndrome and antiretroviral therapy from discrete survival analysis models (n = 1,218)—hazard ratios (95% confidence interval) for antiretroviral class (σ) and drug (β) parameters per 6 months’ use

<table>
<thead>
<tr>
<th>Class2 (σ)</th>
<th>Drug (β)</th>
<th>Conventional modela (σ^2 = ∞)</th>
<th>Hierarchical modela (σ^2 = 1/8)</th>
<th>σ^2 = 1/24</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRTI</td>
<td>—</td>
<td>0.92 (0.69–1.24)</td>
<td>0.94 (0.78–1.13)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Didanosine</td>
<td>0.79 (0.60–0.99)</td>
<td>0.82 (0.64–1.05)</td>
<td>0.85 (0.68–1.05)</td>
</tr>
<tr>
<td></td>
<td>Lamivudine</td>
<td>0.93 (0.76–1.14)</td>
<td>0.95 (0.78–1.17)</td>
<td>0.97 (0.81–1.16)</td>
</tr>
<tr>
<td></td>
<td>Stavudine</td>
<td>1.09 (0.89–1.31)</td>
<td>1.07 (0.88–1.31)</td>
<td>1.06 (0.88–1.27)</td>
</tr>
<tr>
<td></td>
<td>Abacavir</td>
<td>0.96 (0.82–1.11)</td>
<td>0.96 (0.82–1.12)</td>
<td>0.95 (0.82–1.10)</td>
</tr>
<tr>
<td></td>
<td>Zidovudine</td>
<td>0.98 (0.83–1.15)</td>
<td>0.97 (0.82–1.14)</td>
<td>0.96 (0.83–1.12)</td>
</tr>
<tr>
<td></td>
<td>Emtricitabine</td>
<td>0.47 (0.05–1.69)</td>
<td>0.83 (0.43–1.59)</td>
<td>0.89 (0.59–1.36)</td>
</tr>
<tr>
<td></td>
<td>Tenofovir</td>
<td>0.91 (0.70–1.13)</td>
<td>0.90 (0.70–1.14)</td>
<td>0.90 (0.72–1.14)</td>
</tr>
<tr>
<td>NNRTI</td>
<td>—</td>
<td>0.86 (0.51–1.47)</td>
<td>0.86 (0.61–1.22)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Efavirenz</td>
<td>0.91 (0.76–1.09)</td>
<td>0.90 (0.74–1.10)</td>
<td>0.90 (0.75–1.08)</td>
</tr>
<tr>
<td></td>
<td>Nevirapine</td>
<td>0.82 (0.61–1.06)</td>
<td>0.82 (0.62–1.10)</td>
<td>0.83 (0.63–1.08)</td>
</tr>
<tr>
<td>PI</td>
<td>—</td>
<td>0.62 (0.33–1.17)</td>
<td>0.75 (0.50–1.14)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nelfinavir</td>
<td>1.06 (0.88–1.27)</td>
<td>1.03 (0.84–1.26)</td>
<td>1.01 (0.84–1.23)</td>
</tr>
<tr>
<td></td>
<td>Atazanavir</td>
<td>0.06 (0.01–0.30)</td>
<td>0.37 (0.18–0.78)</td>
<td>0.55 (0.34–0.92)</td>
</tr>
<tr>
<td>PI + RTV</td>
<td>—</td>
<td>0.92 (0.62–1.37)</td>
<td>0.94 (0.70–1.25)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lopinavir</td>
<td>0.98 (0.80–1.17)</td>
<td>0.96 (0.79–1.18)</td>
<td>0.96 (0.79–1.16)</td>
</tr>
<tr>
<td></td>
<td>Atazanavir</td>
<td>0.68 (0.35–1.08)</td>
<td>0.76 (0.48–1.21)</td>
<td>0.82 (0.57–1.18)</td>
</tr>
<tr>
<td></td>
<td>Indinavir</td>
<td>1.25 (0.88–1.65)</td>
<td>1.17 (0.83–1.65)</td>
<td>1.10 (0.80–1.72)</td>
</tr>
<tr>
<td></td>
<td>Saquinavir</td>
<td>0.91 (0.42–1.33)</td>
<td>0.91 (0.57–1.45)</td>
<td>0.92 (0.63–1.34)</td>
</tr>
<tr>
<td></td>
<td>Amprenavir</td>
<td>0.75 (0.11–1.37)</td>
<td>0.85 (0.47–1.56)</td>
<td>0.90 (0.58–1.37)</td>
</tr>
</tbody>
</table>

Abbreviations: NRTI, nucleoside or nucleotide reverse transcriptase inhibitor; NNRTI, non-nucleoside reverse transcriptase inhibitor; PI, protease inhibitor; PI + RTV, protease inhibitor boosted with ritonavir.

a All models include covariates for CD4 cell count, viral load, and body mass index at baseline; age, gender, and IV drug use as the likely mode of transmission; and smoking status at each assessment. Each antiretroviral has a residual effect beyond its class mean with residual variance σ^2; hence, with smaller values of σ^2, estimates for each antiretroviral shift toward its class mean.

ratio: 1.17; 95% CI: 1.05–1.30), atazanavir (hazard ratio: 0.06; 95% CI: 0.01–0.70), and boosted indinavir (hazard ratio: 1.37, 95% CI: 1.05–1.80).

From a hierarchical modeling perspective, the conventional estimate of β is an estimate of a class mean plus a residual component. Hence, the average squared deviation of all 16 conventional model estimates around their respective class means provides an empirical estimate of the residual variance (σ^2). However, the implausible conventional estimate for atazanavir makes a large contribution to this empirical estimate (σ^2 = 0.31), so that the estimate is probably too high. This illustrates the difficulty of estimating the residual variance from the data, which is the reason we take a “semi-Bayes” approach. Empirical estimates of σ^2 based solely on the variance of the more reliable classes of conventional estimate (σ^2 = 0.08 for the seven NRTIs; σ^2 = 0.06 for the five boosted PIs) are intermediate between σ^2 = 1/8 and σ^2 = 1/24, and provide some support from the data for our preferred value of σ^2 = 1/8.

Note that in equation (1), the adjustment for variation in the time between assessments is only approximate. In addition, CIs do not reflect this approximation and are only correct if all patients are assessed at exactly the same time. Hence, all CIs in Table 3 are too narrow; however, the underestimate is likely to be immaterial if assessment times are similar for most individuals. Here, the median time between 5,139 assessments on 1,218 patients is 6.3 months, with interquartile range of 5.8 to 7.0 months. CI inflation can be assessed in the conventional model by calculating robust standard errors using generalized estimating equations [14]. For example, hazard ratios for stavudine and boosted atazanavir in the conventional model are 1.09 (0.89–1.31) and 0.68 (0.35–1.08), respectively, using maximum likelihood (Table 3), and 1.09 (0.89–1.32) and 0.68 (0.40–1.14), respectively, using generalized estimating equations.

3.4. Sensitivity analyses

Those exposure parameters that vary with the assumed value of residual variance σ^2 (Table 3) also vary in other sensitivity analyses. We illustrate this, focusing on the most and least favorable NRTIs and PIs (Table 4). Replacing the continuous covariate for BMI with a quadratic spline—because this should improve covariate adjustment—causes the estimate for exposure to atazanavir to increase hazard ratio from 0.37 to 0.81 (in the conventional model, the increase is from hazard ratio 0.06 to 0.57). However, this and other estimates are relatively robust to other changes to the set of covariates (θ). Both alternative definitions of raised triglycerides give similar results. With raised triglycerides defined as either above the recommended cutoff (provided the patient is known to be in the fasting state or has a casual glucose of less than 5.6 mmol/L) or after treatment with
a lipid-lowering drug, 1,249 patients did not have metabolic syndrome at their first assessment, and of these, 251 patients later developed the syndrome. With these data, the estimate for exposure to boosted indinavir increases from hazard ratio 1.17 to 1.32.

As a general rule, exposure parameter estimates are relatively stable in sensitivity analyses where antiretrovirals are used by a reasonable number of patients (and hence, estimates are supported by a reasonable number of cases). For example, 154 and 144 patients used didanosine and stavudine, respectively (Fig. 2), whereas only 53 patients used indinavir boosted with ritonavir and 24 patients used atazanavir without ritonavir (126 patients used atazanavir boosted with ritonavir).

4. Discussion

These analyses illustrate how conventional modeling leads to Greenland’s “illusory significant results.” For seldom-used antiretrovirals, such as atazanavir as a single PI, estimates from the conventional model are almost certainly biased. The estimate for exposure to atazanavir increases from hazard ratio 0.06 in the conventional model to 0.37 in the hierarchical model (Table 3), or from 0.57 to 0.81 with better covariate adjustment (Table 4). Here, both spline covariate adjustment and hierarchical modeling are needed to get a plausible estimate for atazanavir.

Removing exposures that are not significant from a conventional model only adds to the illusion of significance. Here, stepwise backward deletion increases the number of “significant” exposures from two to four. With drug combinations as exposures (rather than individual drugs), conventional models suffer from exactly the same problems: too few cases with which to estimate a large number of exposures; exposures that are correlated because combinations have individual drugs in common; and many exposures must be omitted to fit the model (e.g., Table 2 in Jones et al. [27]). Either removing “insignificant” exposures or not including exposures to fit a model is equivalent to assigning each omitted exposure a hazard ratio of exactly 1—a strong and often unrealistic assumption. Including these exposures in a hierarchical model is likely to lead to more realistic results.

Our approach to analysis is consistent with the view that it is the drug that is important, not the drug class [8]. There are no obvious differences between drug classes, because each class contains at least one relatively benign antiretroviral. However, the drug class provides a useful prior model for the effect of exposure to an antiretroviral before one has evidence from data. This grouping of antiretrovirals into classes is a rudimentary prior model for the differences between antiretrovirals. A more sophisticated model might, for example, take into account the relative mitochondrial toxicity of different NRTIs [28] and of interactions between them [29], or the degree of glucose intolerance caused by different PIs [30]. However, even with a simple prior model at the second level, hierarchical modeling typically outperforms conventional modeling, where some exposures are omitted to reliably estimate others, because this strategy corresponds to an even less plausible prior [31]. Furthermore, although one could “shrink” estimates toward the null rather than toward a prior mean (i.e., fix $\pi$ at 0 in equation [2]), shrinkage toward a contextually relevant value should lead to estimates with less bias [3].

These results are informative in the context of what is known or suspected about each antiretroviral and are consistent with results from randomized trials and from studies using healthy volunteers. Such results do not necessarily apply to a wider patient population; they represent more of what is possible in an ideal situation, whereas results from observational studies show what happens in practice [32,33]. In HIV-cohort studies, potential confounding variables have been the subject of much discussion, and obvious confounding variables are routinely measured and are included in our models. Although unmeasured confounding can lead to biased estimates in observational studies [34], it is unlikely that unmeasured confounding will cause serious and misleading bias here [35,36].

---

### Table 4

The association between the rate at which patients develop metabolic syndrome and antiretroviral therapy—hazard ratios (95% confidence interval) from sensitivity analyses for selected antiretroviral drug ($\beta$) parameters per 6 months’ use

<table>
<thead>
<tr>
<th>Cumulative exposure to drug ($\beta$)</th>
<th>Model 1*</th>
<th>Model 2a</th>
<th>Model 3b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Didanosine</td>
<td>0.82 (0.64–1.05)</td>
<td>0.80 (0.62–1.04)</td>
<td>0.86 (0.69–1.06)</td>
</tr>
<tr>
<td>Stavudine</td>
<td>1.07 (0.88–1.31)</td>
<td>1.06 (0.86–1.30)</td>
<td>1.10 (0.92–1.32)</td>
</tr>
<tr>
<td>Atazanavir</td>
<td>0.37 (0.18–0.78)</td>
<td>0.38 (0.42–1.60)</td>
<td>0.84 (0.44–1.61)</td>
</tr>
<tr>
<td>Atazanavir + ritonavird</td>
<td>0.76 (0.48–1.21)</td>
<td>0.74 (0.46–1.18)</td>
<td>0.86 (0.60–1.31)</td>
</tr>
<tr>
<td>Indinavir + ritonavird</td>
<td>1.17 (0.83–1.65)</td>
<td>1.15 (0.81–1.66)</td>
<td>1.32 (0.97–1.80)</td>
</tr>
</tbody>
</table>

* All models include covariates for CD4 cell count, viral load, and body mass index (BMI) at baseline; age, gender, and IV drug use as the likely mode of transmission; and smoking status at each assessment.

a Continuous covariate for baseline BMI replaced by a quadratic spline with one knot at the median.

b Raised triglycerides: if (1) triglycerides $> 1.7$ mmol/L either in the fasting state or where casual glucose $< 5.6$ mmol/L; or (2) after treatment with a lipid-lowering drug.

c Boosted with ritonavir.
If one accepts that there are differences between antiretrovirals in their effects on lipid and glucose metabolism, then interest naturally lies in knowing which antiretrovirals are less likely to cause metabolic abnormalities than others. Other studies show that both NNRTIs have relatively favorable lipid profiles [37]. On the other hand, most PIs are associated with metabolic abnormalities; only atazanavir, and to a lesser extent saquinavir, seem relatively benign [8,38]. Atazanavir has a molecular structure that is distinctly different from other PIs [39]. Indinavir was the first PI associated with lipodystrophy [40] and is known to increase glucose levels [41–43], although this does not necessarily mean that it is worse than other PIs. Among NRTIs, both abacavir and tenofovir have been shown to have more favorable lipid profiles than stavudine [44,45]. Our results (Table 3) are largely consistent with this picture. The exception is didanosine, which here appears relatively benign compared with stavudine, but there is little evidence either for or against this from other studies. Early use of didanosine was often in combination with stavudine, making it difficult to estimate the separate effect of each. There is now evidence that didanosine should not be used with either stavudine or tenofovir [46,47] and concern that didanosine causes greater mitochondrial depletion than other NRTIs [28,48,49].

Most CIs for the association between metabolic syndrome and cumulative exposure are wide and include a hazard ratio of 1, implying that cumulative exposure could conceivably have no effect. However, a more considered explanation is that some exposures may have little net effect on the incidence of metabolic syndrome: exposure increases the risk of metabolic abnormalities, but exposure also reduces HIV replication, and this is also a risk factor for metabolic syndrome [50]. In theory, any tendency for patients with higher risk of cardiovascular disease to switch during follow-up to drugs with a lower risk of metabolic abnormalities could make such drugs appear less advantageous than they really are—that is, the bias will be conservative and toward a hazard ratio of 1. But in practice, any such bias is likely to be trivial, because very strong associations are needed—between cardiovascular risk and both outcome and exposure—before bias becomes appreciable [51].

The wide CIs are hardly surprising, given the large number of antiretrovirals involved and that our data include fewer than 250 cases of metabolic syndrome. This combination of complexity and limited data is typical of single-cohort studies using surrogate endpoints to identify suitable antiretrovirals. It is also typical of multicohort collaborations using clinical endpoints for the same purpose. For example, there were 171 cases of high cholesterol in one single cohort study [27], and 345 cases of myocardial infarction [7] and 435 cases of diabetes mellitus [52] in a multi-cohort collaboration.

Different definitions of metabolic syndrome will give slightly different results. For example, with the syndrome defined using a BMI-based version of the National Cholesterol Education Program’s Adult Treatment Panel III definition [53], 1,182 patients did not have the syndrome at their first assessment, and of these, 294 patients later developed the syndrome. Conventional modeling of these data would then suggest that efavirenz (hazard ratio: 0.78; 95% CI: 0.64–0.93) and atazanavir (hazard ratio: 0.02; 95% CI: 0.00–0.26) are relatively benign, and stavudine (hazard ratio: 1.19; 95% CI: 0.99–1.42) and boosted indinavir (hazard ratio: 1.74; 95% CI: 1.34–2.19) are relatively harmful.

Evidently, it would be better to identify suitable antiretrovirals using clinical rather than surrogate endpoints [11]. Metabolic syndrome appears to be a reasonable surrogate for cardiovascular disease in patients with HIV, but not more predictive than the product of its components [54]. Hierarchical modeling could be extending to multicohort analyses of clinical endpoints by adding an additional level to the model, so that second-level parameters vary between cohorts according to a plausible third-level model.

In HIV infection, observational studies play an increasingly important role in comparing treatment combinations and strategies. The rapid development of new drugs, the variety of drugs now available, and the need to use drugs in combination has meant that many treatment combinations and strategies have never been formally compared in randomized trials or are only compared in trials of short duration [33]. These factors also complicate observational studies, because, often, there are few events available for an analysis relative to the number of different drugs in use. In this situation, hierarchical modeling offers advantages and the results of conventional modeling should be viewed with caution.
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Appendix

We use SAS version 9.1 for all analyses and fit the hierarchical model specified by equations 1 and 2 using the GLIMMIX macro for SAS version 8 or later (http://support.sas.com/ctx/samples/index.jsp?sid = 536). Note that GLIMMIX is also available as a procedure and as a macro for version 6.12. None of these methods automatically provide CIs for \( \beta \) parameters; these can be calculated from table MMEqSOL (the solution to the mixed model equations) using an additional macro (http://darwin.cwru.edu/~witte/glimmix.htm), which processes output from the GLIMMIX macro version 6.12 [55]. Minor changes are needed to make this additional macro work with the GLIMMIX macro version 8 (i.e., “make ‘mmeqsol’ out = mmeqsol” becomes “ods output mmeqsol = mmeqsol”; in the read statement in PROC IML, column variable names changes from _col to just col). When calling GLIMMIX, the options statement is used to specify a binomial error, a complementary log log link function and an offset (i.e., error = binomial, link = clogl, offset = name).
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